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Executive summary
This deliverable presents the cumulative work performed during 3 years in Task T1.1 on ‘Data
models’. The report outlines the approach with which data and metadata are managed in
the NewsEye project. The amount and the variety of data in NewsEye is large: Image data,
textual data, layout information, named entities, events and many more data are gathered
and created automatically and need to be managed in an efficient way within the project.
On the one hand, we follow well-established standards in the field, such as METS/ALTO but
also take up on recent developments, such as IIIF (Section 4). This new framework provides
a good basis for flexible and future-driven solutions as it is required for a research project
with the ambition to set the scene for newspaper digitization in the coming years. However,
for some of the questions touched by the NewsEye project also the IIIF framework has no
‘standard’ solutions available.
Section 2 describes the implementation of the Demonstrator. In Section 3 we present

the data models used. We show the data models of the libraries and the data models of
Transkribus where Section 3.2.1 explains in more detail how ‘articles’ are included in the
PAGE format. Section 3.3 presents the formats used to store and exchange named entities,
named entity links and stances so that the data can directly be used for the training of NLP
tools.
Section 4 presents the IIIF data model, while Section 5 introduces key concepts such as

‘articles’ and also provides a list of structural elements which appear in newspapers and
which might play a role when it comes to a more fine-grained annotation of news articles.
Furthermore, we show in Section 6 the structural elements used within NewsEye, which we

limit to a feasible subset. Thus, while Section 5 tries to list all possible structural elements
in general, this new section restricts this list to a practical but also useful subset of it.
As anticipated for Y2, we planned the evaluation of the suggested data schemes in the

project against their actual use with respect to the NewsEye Demonstrator and its imple-
mentation. Therefore, in Section 7, we show the connection between the described data
models and the Demonstrator.
This deliverable has to be seen in close connection with Deliverable 1.10 on ‘Data collection

and preservation’. Whereas in this report we lay the focus on the data models in general,
deliverable D1.10 describes in more detail the actual process how data are collected within
the project. We recommend to read both deliverables side by side in order to get the full
picture.
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1 Introduction
As a matter of fact, the digital library community was dominated during the last 15–20 years
by the XML based standards set up by the Library of Congress. The most important are:

• MODS: Metadata Object Description Standard

• METS: Metadata Encoding and Transmission Standard

• ALTO: Analyzed Layout and Text Object

These standards are used worldwide, including the participating libraries in NewsEye, which
preserve and manage their data by using these standards. However, in the last years a
new development was initiated by some well-known libraries, gathered under the hood of
the ‘International Image Interoperability Framework’ (IIIF). The main difference to the
conventional XML schemas is the shift in the perspective: Instead of starting with the
concept of ‘metadata’ - as it is natural for analogue libraries – the image itself, or in the
notion of IIIF, the ‘canvas’ is the main focus.

The ‘International Image Interoperability Framework’ (IIIF) is a set of shared
application programming interface (API) specifications for interoperable func-
tionality in digital image repositories. [. . . ] Using JSON-LD, linked data, and
standard W3C web protocols such as Web Annotation, IIIF makes it easy to
parse and share digital image data, migrate across technology systems, and pro-
vide enhanced image access for scholars and researchers. In short, IIIF enables
better, faster and cheaper image delivery. It lets you leverage interoperability
and the fabric of the Web to access new possibilities and new users for your
image-based resources, while reducing long term maintenance and technological
lock in. IIIF gives users a rich set of baseline functionality for viewing, zooming,
and assembling the best mix of resources and tools to view, compare, manipu-
late and work with images on the Web, an experience made portable–shareable,
citable, and embeddable.1

At the NewsEye kick-off meeting in La Rochelle it became very clear that the NewsEye
project - especially in its role as being a vanguard of future digital library application -
should go towards this direction. This does of course not mean that METS/ALTO are
outdated or no longer usable, but that the main distribution format with which we would
like to describe data and meta data within the project would be IIIF and the web annotation
framework from W3C. In this way each of the tools, such as layout analysis, text recognition
and named entity recognition would provide an additional annotation layer to the source
document (body/target).

2 Overall architecture
According to the decisions taken at the kick-off meeting, the work carried out in Task 7.1
Development of a NewsEye Demonstrator became much more prominent than originally set

1https://iiif.io/community/faq/
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out in the DoA. Instead of providing ‘just’ a user interface to the several tools of WP3, WP4
and WP5 it was suggested by ULR to set up the demonstrator on the basis of a digital library
/ repository application. For reference, the NewsEye demonstrator is briefly described in [1]
and in full details in public Deliverable D7.8.
The initial plan was to use the open source library Samvera (http://samvera.org), which

is based on the well-known FEDORA framework. A good example for Samvera is the Digital
Commonwealth library (https://www.digitalcommonwealth.org).
During the start of the implementation it turned out that using Samvera/Fedora was not

a very practical solution. There are several reasons for it:

• Complexity of the repository,

• Slow query processing of Fedora over metadata and documents,

• Unnecessary image repository as we are dealing with IIIF images,

• Too much overhead for a ‘proof of concept’.

Thus, the initial plan was changed into a different solution with a web interface based on
Blacklight2 (a Ruby plugin). The data is directly indexed with Solr (see Section 7) and the
images are fetched directly via IIIF.
This change has an impact on WP1 Data management and here especially on Task 1.1.

Data models and on Task 1.2. Data collection and preservation.
Concerning Task 1.1 Data models, we rely mainly on IIIF, Solr and the REST APIs

of all work packages. With respect to work foreseen in Task 1.2. Data collection and
preservation the implications of the changed NewsEye Demonstrator implementation is also
of eminent importance. The final demonstrator is confined to a fully functional digital
library application but without a strong preservation component. Therefore the strategy for
the preservation task was changed into uploading all project data to Zenodo3. In our opinion,
using zenodo is the best way to keep the data alive beyond the end of the project and make
it available to other projects as well. The latter is especially very useful for external research
groups which can make use of the created NewsEye training data to improve their research
results.

2https://projectblacklight.org/
3https://zenodo.org/
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The chart in Figure 1 provides an overview on the main components of the project.

Figure 1: Overview on NewsEye

The technical research within NewsEye has to be seen as a contribution to support DH
researchers as well as library users to improve access, research and work with historical
newspaper collections. Therefore DH researchers are taking the decision with which data
sets they want to work in the project in order to be able to carry out their research. At the
first WP6 task meeting in Vienna (07/2018) several proposals were discussed which topics
shall be investigated by the DH teams in Finland, Austria and France.
Based on suggestions taken by the DH teams data sets were selected and provided by the

participating libraries for ingestion into the NewsEye Digital Library Demonstrator (NDLD).
The demonstrator application hosts all data (meta data, images or links to images, annota-
tions) and provides general features for searching and browsing the selected data sets.
During the course of the project the selected data sets were processed with the newly

developed or improved tools of the NewsEye project. If – for example – the Automated
Text Recognition (ATR) reaches a level of accurateness which is significantly better than
the OCR text provided by the libraries within the project, the data sets were processed in
Transkribus and the files within the NewsEye Demonstrator updated accordingly.
Besides the NewsEye Digital Library Demonstrator, the Personal Research Assistant is

the second main deliverable of the project. It enables users to interactively work with
large library collections, to receive information on the documents and collections, to browse
through topics but also to get alerted from the assistant on specific issues, topics or research
interests.
The Personal Research Assistant is integrated within the Digital Library Demonstrator

but will reside outside of NDLD.
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3 Data models and interfaces
As we can see from Figure 1 there are several modules where data are rendered and enriched.
Clearly defined interfaces are therefore necessary when it comes to exchanging data.We see
the following main use cases:

• From libraries to NDLD (and back)

• From NDLD to Transkribus and back

• From NDLD to NER, NEL, stance and event detection and back

• From NDLD to the Personal Research Assistant

Whereas the enrichment of image data with text, layout information, named entities,
etc. is a constant process and requires interfaces in both directions, the interfaces between
libraries and NDLD as well as between NDLD and the Personal Research Assistant are
mainly a one way communication. Of course this does not mean that data enriched in
NDLD will not go back to the contributing libraries, but the priority is not to set up a
fully-fledged service platform but a demonstrator application showcasing what can be done
with cutting edge research.

3.1 From libraries
Digitized newspapers at BNF, ONB and NLF have a similar structure and come with similar
formats:

• General meta data
Title of periodical, date of issue, language, number of pages

• Page images and raw OCR text
In all libraries newspapers where OCRed and therefore each image also comes with an
OCR file (ALTO)

• Annotations
In some cases also annotations will be made available, e.g. blocks indicating a heading,
or articles, or advertisements, etc.

General metadata is used for enabling users to navigate within NDLD according to data
sets, newspaper titles, languages and periods.
Page images and raw OCR text from former campaigns such as EU Newspaper are used

as a starting point for further analysis.
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3.2 From Transkribus and back
The Transkribus platform (http://read.transkribus.eu/) is being constantly updated with
tools developed by UROS in WP2 Text recognition and article separation. Layout analysis
and text recognition are already implemented as baseline systems in Transkribus to be used
as service platform for performing the actual recognition tasks in the NewsEye project.
Data from Transkribus have the following characteristics:

• Layout
The pure layout analysis generates blocks, lines and baselines. Blocks contain proper-
ties, e.g. if it contains an image, text or a table. Lines of text are polygons including
all characters of the line. Baselines are a simplified representation of a line and have
turned out to be useful for user interaction since they can be easily created or corrected
by human beings (which might be necessary for producing training data)

• OCR text
In contrast to conventional OCR engines such as ABBYY FineReader the line-based
processing of ATR engines does not provide coordinates of characters and words. Also
properties such as bold, underlined, or the size of characters are not available directly
from the ATR engine. However ATR engines provide reliable data on the confidence
of each character in the alphabet which can be used to improve processes based on
the recognition output, such as named entity recognition. The text therefore comes as
Unicode characters on line level and some information about the confidence.

• Structural annotations
Article separation is just one – but probably the most important – layout information
of newspapers. Articles – or more generally news items – contain a distinct piece
of content. Of course we can think on detecting in an automated way many more
layout elements, such as headlines, date of publication, place of publication, source of
information, etc. but the main focus is on news items. Due to the fact that machine
learning methods are applied it is finally the decision of the users which structural
annotation is useful for them. Given that enough training data are available the desired
output will match with their input.

3.2.1 PAGE format

The PAGE format was introduced in the FP7 Project IMPACT (Improving Access to Text)
and is nowadays well established in the computer science and document analysis community.
The PAGE format is used within Transkribus to store intermediate processing results as well
as performance evaluation aspects to aid the assessment of document image analysis methods
on page level. The root structure can be used to point to any kind of data instance which is
identified by a namespace and defined by a corresponding XML Schema [2]. The information
of an article is stored in the PAGE format as a structure type ‘article’ to each line with an
‘id’ identifying the different articles.
<TextLine id="tl_5 " primaryLanguage="German"
custom="readingOrder { index : 0 ; } s t r u c tu r e { id : a1 ; type : a r t i c l e ;}">
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Using this ids enables us also to mark articles which span several pages. An example of
such a use-case is shown on the next two pictures. Here the second article of the first page
(colored in purple) continues on the next page and therefore the same id gets used for all
lines belonging to that article no matter which page they are on. The same is true for the
‘Feuilleton’ (lines are underlined with red color) which starts at the title page and continues
on page two.

Figure 2: Articles are shown in different colors
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Figure 3: Article continues on next page

This is how we can represent articles which span several pages. Another question is of
course whether articles that stretch over several pages can also be recognized automatically.
There is no clear answer yet but at least the easy cases should be feasible.
All objects (regions, groups etc.) within the PAGE XML are identified with an ID which

has to be unique within the whole XML file. The PAGE XML Schema is further explained
based on a Transkribus example below.

3.2.2 Metadata
<Metadata>

<Creator>TRP</Creator>
<Created>2016-08-30T16:28:46.231+07:00</Created>
<LastChange>2016-08-31T10:53:22.288+07:00</LastChange>
<TranskribusMetadata docId="6877" pageId="220277" pageNr="6"
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tsid="341136" status="NEW" userId="537" imgUrl="https://dbis-thure....;
fileType=view" xmlUrl="https://dbis-thure...." imageId="206529"/>

</Metadata>

3.2.3 Regions

A region reflects a physical object on a page. Regions are defined by their type, outline (poly-
gon), and attributes. Following types are supported:4 TextRegion, ImageRegion, Graphi-
cRegion, ChartRegion, LineDrawingRegion, SeparatorRegion, TableRegion, MathsRegion,
ChemRegion, MusicRegion, AdvertRegion, NoiseRegion, UnknownRegion.Regions can have
sub-regions (nested regions), therefore a table-region can include multiple text regions.

<TextRegion id="region_1472606927493_80" custom="readingOrder {index:1;}">
<Coords points="489,103 767,103 767,192 489,192"/>
<TextLine id="line_1472607237549_87" custom="readingOrder {index:0;}">

<Coords points="510,131 735,136 734,171 509,166"/>
<Baseline points="509,161 734,166"/>
<TextEquiv>

<Unicode>3. Jan.</Unicode>
</TextEquiv>

</TextLine>
<TextEquiv>

<Unicode>3. Jan.</Unicode>
</TextEquiv>

</TextRegion>

3.2.4 Reading order

The reading order describes the logical order of text regions. It can have groups and sub-
groups which can contain either ordered or unordered references to regions.

<ReadingOrder>
<OrderedGroup id="ro_1533643702588" caption="Regions reading order">

<RegionRefIndexed index="0" regionRef="region_1472606923462_79"/>
<RegionRefIndexed index="1" regionRef="region_1472606927493_80"/>
<RegionRefIndexed index="2" regionRef="region_1472606934477_81"/>
<RegionRefIndexed index="3" regionRef="region_1472606955164_83"/>
<RegionRefIndexed index="4" regionRef="region_1472606959664_84"/>
<RegionRefIndexed index="5" regionRef="region_1472606961899_85"/>
<RegionRefIndexed index="6" regionRef="region_1472606947758_82"/>

</OrderedGroup>
</ReadingOrder>

3.2.5 METS/ALTO and METS/PAGE

In the third year an improvement was done regarding the export of articles and general
structural information in Transkribus. This logical structure can be embedded in the METS
file and link to the corresponding text lines in the ALTO XML and/or the PAGE XML files.
The advantage in comparison to storing the article information directly in the PAGE XML

42016 PAGE XML Format for Page Content

13 of 52



D1.9: Data Models CULT-COOP-09-2017

is that the information is at one place for the whole newspaper issue. The logical structmap
is used for this. So in the METS there are not only the physical links to the images and
the corresponding text files but also the logical links to the structural information contained
in these pages. Since the METS file acts as container for one newspaper issue it would be
possible to get e.g. all article headings (if available) very easily for the complete issue and
without opening all single PAGE XML or ALTO XML files.
We did a proof of concept for this new export type but did not store all recognised articles

in this format since we agreed to use the PAGE XML for that purpose early on. But it will
persist in Transkribus as useful export format and every single user of the currently 50,000
registered users can benefit from this NewsEye development.
Here is an example of an exported article:

<ns3:structMap TYPE="LOGICAL" LABEL="Logical Structure">
<ns3:div ID="DIVL1" TYPE="NEWSPAPER">

....
<ns3:div ID="PAGE_1_a5" TYPE="ARTICLE">

<ns3:div ID="DIVL54" TYPE="TEXTLINE">
<ns3:fptr>

<ns3:area FILEID="PAGEXML_1" BEGIN="tl_57" BETYPE="IDREF"/>
</ns3:fptr>

</ns3:div>
<ns3:div ID="DIVL55" TYPE="TEXTLINE">

<ns3:fptr>
<ns3:area FILEID="PAGEXML_1" BEGIN="tl_58" BETYPE="IDREF"/>

</ns3:fptr>
</ns3:div>
....

</ns3:div>
</ns3:div>

</ns3:structMap>

3.3 ConLL and IOB schema for storing NER, NEL, stance training data
A classical problem in information extraction is to recognize and extract mentions of named
entities in text. Displaying spans of tokens can be accomplished by the following notation,
where each token gets a label that indicates whether a token is a beginning of a named
entity, is inside a named entity or is outside a named entity (Inside-Outside-Beginning - IOB
format).

3.3.1 IOB scheme

Every token at the beginning of a name span is labeled with a B-prefix. Each token within
a name span is labeled with an I-prefix. These prefixes are then followed by a tag indicating
the entity type: I-LOC or B-LOC for a location, I-PER or B-PER for a person, I-ORG
or B-ORG for an organization and I-HumanProd or B-HumanProd for human production
(please have a look to the guidelines of named entities in Deliverable D3.5 for the definition).
Tokens that are not parts of a name span are labeled as O. From this representation, the

entity name spans can be recovered unambiguously [3]. In Figure 4 a tagged text phrase
in Transkribus is displayed with the according generated file below it. The format for the
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internal representation of the named entities is following the data format of the ’CoNLL-2003
Shared Task’ [4] of the Seventh Conference on Computational Natural Language Learning.
We will simply call it CoNLL hereafter. The ConLL format uses the IOB-schema and gets
extented with a link to the Wikidata5 entry, a stance (n = neutral ; + = positive ; - =
negative) and EndOfLine|NoSpaceAfter to indicate that the token is at the end of the line
and/or there is no space after this token. The latter is true for named entities inside a word
- e.g. ’Zürich’ in ’Zürichputsch’ - or if a named entity is followed by a punctuation mark -
e.g. ’Vienna,’. Instead of initially thought we do not use -3 to +3 (from very negative to
very positive) as values for stances because the task is difficult enough with just saying that
a named entity is mentioned positively or negatively by the author of the article. This is
because newspapers are or should be in most cases kept very neutral. And the purpose is not
to annotate whether the news is good or bad. For instance, if the article is talking about the
sinking of the titanic, the stance with respect to titanic is neutral, even if this is considered
bad news. But if the author should criticize the bad design of the titanic then the stance is
negative. We need the neutral value because it is not practical to have the stance for every
annotated named entity. This would be too much work since the annotator have to read the
context and this is very time consuming. So we annotate only a subset of the overall named
entity set with stances and therefor we need to distinct between tags with ’neutral’ stances
and tags with ’no’ stances.
If the entity belongs to the entity type person the last column denotes whether the person

is the author of the article.

3.3.2 Example in ConLL format

Figure 4: Text tagged in Transkribus

Named entities of Figure 4 exported to ConLL.

Maria B-LOC https://www.wikidata.org/wiki/Q21234884 n
Theresia=Monument, I-LOC https://www.wikidata.org/wiki/Q21234884 n
ein O
möglichst O
kolossales O
Denkmal O
Rudolfs B-PER https://www.wikidata.org/wiki/Q76956 n author=false
von I-PER https://www.wikidata.org/wiki/Q76956 n author=false
Habsburg I-PER https://www.wikidata.org/wiki/Q76956 n author=false

3.4 From NDLD to NER, NEL, stance and event detection and back
The internal representation of named entities, stance and events inside the NDLD is described
in Section 3 of Deliverable D3.4. In short, the NER, NEL and stance information is output

5https://www.wikidata.org
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as ConLL/IOB in the productive process and then converted into a JSON file and read into a
SOLR index. This allows the demonstrator to guarantee a fast search. The next two sections
show how IIIF can handle this data but it was not used within the project for technical and
practical reasons.

3.4.1 Named entity recognition and named entity linking

Named entities can be presented using the IIIF format, as displayed in the example below.
In addition to the words representing the entity, we will describe the confidence value of
the detection algorithms used. This is also the case for the detected type of entities (per-
son, location, organization, etc). When possible, named entities are linked to an external
knowledge base (Wikidata6), associated with a confidence value. If no entry exist in the
knowledge base, one is created to be used as a future reference. Finally, a stance index
ranging for instance from -3 to +3 (from very negative to very positive) is associated with
an entity mention within a news article.

{
"@context": "http://iiif.io/api/presentation/2/context.json",
"@id": "http://newseye.eu/68443484/annotation/list/named_entities.json",
"@type": "sc:AnnotationList",
"resources": [

{
"@id": "http://newseye.eu/68443484/annotation/4809243416439",
"@type": "oa:Annotation",
"motivation": "sc:painting",
"resource": {

"@type": "cnt:ContentAsText",
"format": "text/plain",
"chars": "George Washington"

},
"metadata": [

{
"label": "entity_detection_confidence",
"value": "0.98"

},
{

"label": "entity_type_1",
"value": "Person"

},
{

"label": "entity_type_1_confidence",
"value": "0.86"

},
{

"label": "entity_linking_1",
"value": "https://www.wikidata.org/wiki/Special:EntityData/Q23.rdf"

},
{

"label": "entity_linking_1_confidence",
"value": "0.96"

6https://www.wikidata.org
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},
{

"label": "entity_type_2",
"value": "Person"

},
{

"label": "entity_type_2_confidence",
"value": "0.83"

},
{

"label": "entity_linking_2",
"value": "https://www.wikidata.org/wiki/Special:EntityData/Q2366114.rdf"

},
{

"label": "entity_linking_2_confidence",
"value": "0.73"

},
{

"label": "entity_stance",
"value": "0"

}
],
"on": "http://newseye.eu/68443484/canvas/3320863#xywh=4809,2434,325,39"

},
{

"@id": "http://newseye.eu/68443484/annotation/4809243416440",
"@type": "oa:Annotation",
"motivation": "sc:painting",
"resource": {

"@type": "cnt:ContentAsText",
"format": "text/plain",
"chars": "Washington D.C."

},
"metadata": [

{
"label": "entity_detection_confidence",
"value": "0.97"

},
{

"label": "entity_type_1",
"value": "Location"

},
{

"label": "entity_type_1_confidence",
"value": "0.74"

},
{

"label": "entity_linking_1",
"value": "https://www.wikidata.org/wiki/Special:EntityData/Q61.rdf"

},
{

"label": "entity_linking_1_confidence",
"value": "0.99"

}
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{
"label": "entity_stance",
"value": "-2"

}
],
"on": "http://newseye.eu/68443484/canvas/3320863#xywh=2568,1458,321,41"

}
]

}

3.4.2 Events

The detection of events inside news items is achieved thanks to multilingual approaches
based on rhetoric and specificities of the news genre. The main idea is to identify repetition
of words in the beginning of news items. For this reason, an event associated to a news item
is described by a list of keywords.

{
"@context": "http://iiif.io/api/presentation/2/context.json",
"@id": "http://newseye.eu/68443484/annotation/list/events.json",
"@type": "sc:AnnotationList",
"metadata": [

{
"label": "confidence",
"value": "0.76"

},
{

"label": "keywords",
"value": "election,representatives"

}
],
"resources": [

{
"@id": "http://newseye.eu/68443644/annotation/4809275489746",
"@type": "oa:Annotation",
"motivation": "sc:painting",
"resource": {

"@type": "cnt:ContentAsText",
"format": "text/plain",
"chars": "election"

},
"on": "http://newseye.eu/68443644/canvas/3320863#xywh=4457,2212,478,69"

},
{

"@id": "http://newseye.eu/68443644/annotation/4809275489747",
"@type": "oa:Annotation",
"motivation": "sc:painting",
"resource": {

"@type": "cnt:ContentAsText",
"format": "text/plain",
"chars": "election"

},
"on": "http://newseye.eu/68443644/canvas/3320863#xywh=3498,1547,348,65"
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},
{

"@id": "http://newseye.eu/68443644/annotation/4809275489748",
"@type": "oa:Annotation",
"motivation": "sc:painting",
"resource": {

"@type": "cnt:ContentAsText",
"format": "text/plain",
"chars": "election"

},
"on": "http://newseye.eu/68443644/canvas/3320863#xywh=5987,3652,647,103"

},
{

"@id": "http://newseye.eu/68443644/annotation/4809275489749",
"@type": "oa:Annotation",
"motivation": "sc:painting",
"resource": {

"@type": "cnt:ContentAsText",
"format": "text/plain",
"chars": "representatives"

},
"on": "http://newseye.eu/68443644/canvas/3320863#xywh=5004,2540,645,97"

},
{

"@id": "http://newseye.eu/68443644/annotation/4809275489750",
"@type": "oa:Annotation",
"motivation": "sc:painting",
"resource": {

"@type": "cnt:ContentAsText",
"format": "text/plain",
"chars": "representatives"

},
"on": "http://newseye.eu/68443644/canvas/3320863#xywh=3541,1256,531,86"

},
]

3.5 Dynamic text analysis and personal research assistant
Static analysis. In order to perform dynamic text analysis, we first need to perform a static
analysis of a large corpus. This prepares the dimensions of analysis for the dynamic analyses
that are to be performed on demand. The main example of this in NewsEye is the training
of a variety of different types of topic models. This requires textual data for a corpus that is
representative of the type of data that will be dynamically analysed, as well as the semantic
annotations provided by WP3.
Since a large amount of data must be processed in a bulk, it is not practical to request

the entire data set one document at a time using the interfaces provided by the semantic
analysis components. Instead, a mirror of the annotated corpora is to be maintained on UH
storage for the purposes of model training, and is to be updated when necessary. Semantic
annotations are being provided in this static data set in the formats described above.
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Dynamic analysis. Dynamic analysis is being performed using a REST API. For example,
to make a document linking query, the API request specifies a document, or a set of docu-
ments, using article IDs common to other components, such as the interfaces in Section 3.4.
The JSON result provides a ranked list of related article IDs, with scores and additional
metadata to identify the nature of the relation (e.g. particular type of topic model). Other
forms of dynamic analysis, such as a contrastive topic analysis of two time periods or article
collections, uses a similar API interface, also referring directly to articles and annotations
using URL-based IDs derived from the relevant components.

Personal research assistant. The personal research assistant consumes both the under-
lying corpora from Samvera as well as the results of the dynamic text analysis. For this
purpose, the access methods provided by the other components of the NDLD are foreseen
to be sufficient. Since WP4 requires a UH-local mirror of the corpora, that copy can be
accessed to speed up any bulk processing. The personal research assistant then produces
textual and graphical results containing annotations referencing the original and annotated
corpora. These results are then made available in a structured format that enables them to
be embedded into the NDLD user interface.

4 IIIF data model
4.1 IIIF
As already outlined in the introduction of this deliverable we use the IIIF (International
Image interoperability Framework) mainly as a distribution format for all data produced
within the NewsEye processing workflow. Since IIIF is still in a dynamic stage there are still
discussion ongoing how to actually deal with OCR data or how to encode confidences. But
we expect that these open issues will be resolved in the coming years.
IIIF allows to combine the presentation semantics and descriptive semantics (metadata) in
one format. The IIIF presentation API defines how the structure and layout of a complex
image-based object can be made available in a standard manner. The primary requirements
for the presentation API are to provide an order for these views, the resources needed to
display a representation of the view, and the descriptive information needed to allow the
user to understand what is being seen.7

4.2 Presentation API
Of special interest is the presentation API of IIIF. It enables users of the NewsEye output,
such as libraries but also content aggregators or search engines to build up new services and
platforms tailored towards the needs of their specific user groups. A film archive could e.g.
integrate historical articles about films and cinemas into their website, or researchers may
build up their own archive of source articles connected with their scientific work.
The IIIF manifest represents different types of objects whether it is a newspaper, a book

or a painting. Thereby it can be defined that a newspaper has multiple pages.
7http://iiif.io/api/presentation/2.1
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Canvases represent the views and act as a virtual container for content similar to a Pow-
erPoint slide. In the case of a newspaper, the canvas is a 2d rectangular space with height
and width defining the aspect ratios.
The annotations handle all association of content, such as an image related to an article

or a transcription can be defined. This information can be used to display it directly in the
viewer for information enrichment.
The image API specifies a syntax for web requests to provide images in different sizes,

formats and qualities.

Figure 5: Model of the Presentation API

4.3 IIIF content search API
IIIF specifies the following use-cases searching the annotations within the presentation API8:

• Searching OCR generated text to find words or phrases within a book, newspaper or
other primarily textual content.

• Searching transcribed content, provided by crowd-sourcing or transformation of schol-
arly output.

• Searching multiple streams of content, such as the translation or edition, rather than
the raw transcription of the content, to jump to the appropriate part of an object.

• Searching on sections of text, such as defined chapters or articles.

• Searching for user provided commentary about the resource, either as a discovery
mechanism for the resource or for the discussion.

• Discovering similar sections of text to compare either the content or the object.

8https://iiif.io/api/search/1.0/#use-cases
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4.4 Machine readable semantic metadata
One way of enhancing the results of the content search API is by adding semantic annotations
to IIIF. To create a machine-readable document that semantically describes the resource
the IIIF seeAlso property can link to a specific model (MARC record, catalogue metadata,
bib.schema.org). For a use-case such as newspapers bib.schema.org would be a good example
for a matching semantic annotation, as it combines the core schema.org with a bibliographic
extension. The result can be used for search and discovery or inferencing purposes, or just
to provide a longer description of the resource.
The manifest links to web pages and other human-readable resources about the thing it

represents using the related property. These are links for humans to follow, that a viewer
could show in its user interface.
The linked-to resources can point back to the manifest as well. Descriptive metadata

at the other end of a seeAlso can link back to the manifest using commonly understood
vocabulary [5].

Figure 6: Linking to schema with seeAlso property

4.4.1 Newspaper metadata

Descriptive metadata can be added as well to the collection.

{
"@type": "schema:Newspaper",
"editor": "Torsten Kleditzsch ",
"schema:name": "Neue Freie Presse",
"schema:publisher": {

"@id": "http://www.wikidata.org/entity/Q896460"
}

4.4.2 Title section
{
"@type": "sc:Range",

"label": "Neue Freie Presse Morgenblatt",
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"canvases":
{

"@id": "http://anno.onb.ac.at/cgi-content/anno
?aid=nfp&datum=19380611&seite=1#xywh=1202,3906,3254,2085"

},
"seeAlso": "https://www.wikidata.org/wiki/Q5707594"

4.5 Example of a newspaper article
The following example is based on the work of Tom Crane9 [5] and enhanced with semantic
annotation. Also it illustrates well, how an article starting at the cover of the newspaper and
continued on page 3, can be described in JSON. In combination with the semantic annotation
it allows search engines to specifically display the content for this article when searched for
values defined in the seeAlso property10.
The annotation allows to define two canvases, which describe the images of the split article.

Furthermore the context becomes machine-readable by referring to Wikidata in the ‘seeAlso’
property. Even though the Wikidata properties are just available as RDF dumps and not as
an URI, it will be used in this example for simplicity.
Thereby this article gains a better discoverability by search engines, as ‘keywords’ or ‘back-

story’ can convey the meaning and purpose of it. In the ‘contentLayer’ the links refer to
the line by line text, where the OCR generated text is contained in the ‘chars’ property as
demonstrated in the example below.

Figure 7: Newspaper article on which Tom Crane’s work is based on

{
"@context": "http://iiif.io/api/presentation/2/context.json",
"@id": "https://tomcrane.github.io/iiif-collector/objects/longer-article.json",
"@type": "sc:Range",
"label": "A Profound Warrior For Us All",
"description": "",
"canvases": [

{
"@id": "https://d.lib.ncsu.edu/collections/canvas/

9https://tomcrane.github.io/iiif-collector/#objects/longer-article.json
10Proposed by Robert Sanderson to use the seeAlso-Property for linking to semantic metadata resources

(https://de.slideshare.net/azaroth42/iiif-linked-data)
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nubian-message-1995-04-01_0001#xywh=1202,3906,3254,2085",
"within": {

"@id": "https://d.lib.ncsu.edu/collections/catalog/
nubian-message-1995-04-01/manifest.json",
"@type": "sc:Manifest",
"label": "Nubian Message, April 1, 1995"

}
},
{

"@id": "https://d.lib.ncsu.edu/collections/canvas/
nubian-message-1995-04-01_0003#xywh=313,4540,2388,1579",
"within": {

"@id": "https://d.lib.ncsu.edu/collections/catalog/
nubian-message-1995-04-01/manifest.json",
"@type": "sc:Manifest"

}
}

],"contentLayer": {
"@id": "https://tomcrane.github.io/iiif-collector/
objects/longer-article-contentlayer",
"@type": "sc:Layer",
"label": "Content of `A Profound Warrior For Us All' article",
"otherContent": [

"https://tomcrane.github.io/iiif-collector/objects/longer-article-annos1.json",
"https://tomcrane.github.io/iiif-collector/objects/longer-article-annos2.json"

],
"seeAlso": "https://www.wikidata.org/wiki/Q5707594"

4.5.1 OCR text granularity by line

There are several options to annotate images with text. It can be done on page, region,
line, word or even character level.11 In our case we provide text by default on line level.
Word level output can be produced however if necessary. This example shows two annotated
lines of text in the article. First the article is described as a bib.schema ‘Article’ and an
annotation list, which is a collection of annotations, where each annotation targets the canvas
or part thereof.12 Each line is part of the sequence of objects in the ‘resources’ property with
associated position in the canvas (‘on’). Additionally every line can be linked to a schema
to further convey context.

{
"@context": "http://iiif.io/api/presentation/2/context.json",
"@id": "https://tomcrane.github.io/iiif-collector/
objects/longer-article-annos1.json",
"@type": "sc:AnnotationList",
"@textGranularity": "line",
"within": {

"@id": "https://tomcrane.github.io/iiif-collector/

11C.f. Notes from the IIIF working group on Text granularities.
https://docs.google.com/document/d/1CCToyJVErGq2R4GuKV 5L51hwpCnC1QOY WcIuf0WU5I/edit#heading =
h.mok46p7131n0

12https://iiif.io/api/presentation/2.1/#annotation-list
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objects/longer-article-contentlayer",
"@type": "sc:Layer",
"label": "Content of 'A Profound Warrior For Us All' article",
"within": {

"@id": "https://d.lib.ncsu.edu/collections/catalog/
nubian-message-1995-04-01/manifest.json",
"@type": "sc:Manifest"

}
},
"seeAlso" : {

"@context" : "https://bib.schema.org",
"type" : "Article"

},
"resources": [

{
"@id": "https://ocr.lib.ncsu.edu/ocr/nu/
nubian-message-1995-04-01_0001/
nubian-message-1995-04-01_0001-annotation-list-line/1703,3931,2342,160",
"@type": "oa:Annotation",
"motivation": "sc:painting",
"resource": {

"@type": "cnt:ContentAsText",
"format": "text/plain",
"chars": "A Profound Warrior For"

},
"on": "https://d.lib.ncsu.edu/collections/canvas/
nubian-message-1995-04-01_0001#xywh=1703,3931,2342,160"
"SeeAlso" : "https://www.wikidata.org/wiki/Q234460"

},
{

"@id": "https://ocr.lib.ncsu.edu/ocr/nu/
nubian-message-1995-04-01_0001/
nubian-message-1995-04-01_0001-annotation-list-line/2429,4187,670,158",
"@type": "oa:Annotation",
"motivation": "sc:painting",
"resource": {

"@type": "cnt:ContentAsText",
"format": "text/plain",
"chars": "' Us All"

},
"on": "https://d.lib.ncsu.edu/collections/canvas/
nubian-message-1995-04-01_0001#xywh=2429,4187,670,158"

}

4.5.2 OCR granularity by word

IIIF is in the process of delivering different types of granularity, as the desire to make use
of the text in specific way has arisen. The granularity of the text needed, however, varies
depending on the use cases as stated by IIIF 13:

13https://iiif.io/community/groups/text-granularity/charter/#introduction
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• a word level annotation list for harvesting by Europeana where the aggregator would
like to offer word level highlighting for search results

• a line level annotation list for use in Mirador as word level annotation lists can be
large for a big newspaper page and reducing the amount of JSON objects can lead to
a smoother user experience

• paragraph annotation list for OCR correction where the user wants to have a single
box to correct rather than a box per line or word

The following example is based on an article of the ‘Neue Freie Presse’ 11th of June 1938.14

{
"@context": "http://iiif.io/api/presentation/2/context.json",
"@id": ".....",
"@type": "sc:AnnotationList",
"@textGranularity": "word",
"within": {

"@id": "...",
"@type": "sc:Layer",
"label": "Content of `Wiedergeburt des Theaters' article",
"within": {

"@id": "http://anno.onb.ac.at/cgi-content/anno?.../manifest.json",
"@type": "sc:Manifest"

}
},
"resources": [

{
"on": "http://anno.onb.ac.at/cgi-content/anno?aid=nfp&datum=19380611...",
"@type": "oa:Annotation",
"motivation": "sc:painting",
"resource": {

"@type": "cnt:ContentAsText",
"format": "text/plain",
"chars": "Wien"

},
"on": "http://anno.onb.ac.at/cgi-content/anno?aid=nfp&datum=19380611...",
"seeAlso" : "https://www.wikidata.org/wiki/Q1741"

},
{

"on": "http://anno.onb.ac.at/cgi-content/anno?aid=nfp&datum=19380611...",
"@type": "oa:Annotation",
"motivation": "sc:painting",
"resource": {

"@type": "cnt:ContentAsText",
"format": "text/plain",
"chars": ","

},
"on": "http://anno.onb.ac.at/cgi-content/anno?aid=nfp&datum=19380611...",
"seeAlso" : "https://www.wikidata.org/wiki/Q161736"

},

14http://anno.onb.ac.at/cgi-content/anno?aid=nfp&datum=19380611&seite=1#xywh=1202,3906,3254,2085
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{
"on": "http://anno.onb.ac.at/cgi-content/anno?aid=nfp&datum=19380611...",
"@type": "oa:Annotation",
"motivation": "sc:painting",
"resource": {

"@type": "cnt:ContentAsText",
"format": "text/plain",
"chars": "11."

},
"on": "http://anno.onb.ac.at/cgi-content/anno?aid=nfp&datum=19380611...",
"seeAlso" : "https://www.wikidata.org/wiki/Q205892"

},
{

"on": "http://anno.onb.ac.at/cgi-content/anno?aid=nfp&datum=19380611...",
"@type": "oa:Annotation",
"motivation": "sc:painting",
"resource": {

"@type": "cnt:ContentAsText",
"format": "text/plain",
"chars": "Juni"

},
"on": "http://anno.onb.ac.at/cgi-content/anno?aid=nfp&datum=19380611...",
"seeAlso" : "https://www.wikidata.org/wiki/Q205892"

}

Due to the fact that the IIIF Presentation API does not directly address semantic tag-
ging in its specification, there are many proposed ways to achieve this goal. For example
Gene Loh is using a region of a painting tagged with the ‘Dublin Core Metadata Initiative’
(DCMI) dcterms:subject associative relationship (rel—predicate) to a term in the ‘Getty
AAT vocabulary’ (href—object) [6].

4.6 Confidence values
Since machine learning methods play a dominant role nowadays we are dealing not only
with the output of data, such as text, layout or named entities, but the output is usually
also connected with a confidence value. Such a confidence value can be a valuable input for
other tools since it is much richer than the output finally provided to the user. But since
this is mainly useful for handwritten documents with much higher error rates we can omit
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to store these confidence values. This avoids overhead for calculating the values as well as
saves storage and reduces the complexity also for the Demonstrator. So we only show how
the confidence values could be stored in such a case. From the point of view of IIIF such an
output is an additional annotation with very specific properties.
These confidence values are stored in a so called confidence matrix (ConfMat), the output

format of the automated text recognition (ATR). Per row a ConfMat describes a probability
distribution over a set of classes present in a model. These classes are represented by the
characters occurring in the training data set on which the ATR model is based on. Figure 8a
shows an example of a ConfMat where the first column belongs to a special garbage channel,
called Not-a-Character (NaC), and the second column to the space.
ConfMats are already being used successfully for keyword spotting (KWS) and language

modeling tasks as described in [7]. Again this is valuable much more for handwritten than
for printed documents. If the error rate is in the range of 1% the user can find the words
with a normal SOLR search as well and does not need KWS.
To use the ConfMat for more advanced tasks like named entity recognition (NER) or

topic modeling we need to export it in a suitable format. This is achieved by saving them
in CSV files following the RFC-4180 specification using the UTF-8 encoding scheme where
the filenames are given by “line_id.csv”. Thus, a clear assignment between ConfMat and
textlines is ensured. Furthermore the files are stored in US-en format and the confidences
are given in exponential notation with a significant length of 6. In Figure 8b a snippet of
such a CSV file is given for the example in Figure 8a. Another suitable format to store the
confidence values is ALTO XML. The Schema Version 4.015 introduced the character based
text description with new ‘Glyph’ element and its subelement ‘Variant’ to be able to handle
these kind of information stemming from new machine learning methods. Here is a part of
the documentation from the schema definition for this new addition:

In order to reproduce the decision of the OCR software, optional characters must
be recorded. These are called variants. The OCR software evaluates each variant
and picks the one with the highest confidence score as the glyph. The confidence
score expresses how confident the OCR software is that a single glyph had been
recognized correctly.

5 Main concepts within newspapers
This section deals with the main concepts necessary to describe the full richness of newspaper
content. Though newspapers developed over 300 years we believe that with a handful of
concepts and rules it is possible to find a path through this complex resource. These concepts
are:

• Newspaper sections

• News items (or simply ‘articles’)

• Structural elements
15https://www.loc.gov/standards/alto/v4/alto-4-0.xsd
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(a) Line of handwritten text: “3. Jan.” used as input to the ATR model and the corre-
sponding output of the Neural Network. Black means high confidence, white means
very unlikely. Rows correspond to positions in the image, columns correspond to
classes (i.e. characters).

(b) A snipped of the corresponding CSV file, where the first row represents the channels.
The other rows depict the confidences of the channels for a given timestep in the
image.

Figure 8: Example of a ConfMat and the corresponding export CSV format.
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In the following we will describe in more detail the concepts and also provide examples for
a better understanding.

5.1 Sections within newspaper issues
A newspaper issue may consist of several sections which include several other sections and
news items. It is not easily possible to draw a clear line between the hierarchies in all cases.
The main criteria for a section is that it is repeated over several issues of a newspaper. In

some way it is a ‘placeholder’ filled with the articles and other content gathered from the
previous edition of the newspaper to the actual one. Typical newspaper sections are ‘Foreign
affairs’, ‘Job announcements’ or ‘List of persons born in the last week’. Newspaper sections
where introduced early. Their origin is the wish of editors to order news items by place and
date of their origin.
Since sections are structures which overlap not only pages but also complete issues they

are currently excluded from the layout analysis and ground truthing tasks.

5.2 News items
The main concept within newspapers is ‘articles’ or as we would like to call them ‘news
items’.
A news item is a distinct piece of content within a newspaper which can be clearly separated

from other news items by its content. In order to understand a news item no further context
or information is necessary.
The main reason to use the term ‘news item’ is that we need a concept which also covers

job announcements, commercial advertisements, or letters to the editor in the same way as
what is usually understood as an article, e.g. a report about a car accident, a crime case, or
a commentary on the current political situation.
The main criteria to make a distinction between two news items is their contents. A

paragraph in an article, or a row in a stock exchange table are pieces of a news item, but are
not pieces on their own. To be fully understood they need some context which is provided
by the ‘rest’ of the item.
Figure 9 shows two news items separated from each other with just minimal layout effort.

The heading is put into square brackets, indicating that the news editor was fully aware of
the fact that the heading is not directly part of the story, but on a ‘meta-level’. The letter
spacing was used for visually emphasizing the start of the news item.

5.3 Structural elements
Structural elements are the third main concept of our scheme. They are necessary to ‘ma-
terialize’ the content of newspapers in a way that the user can understand its meaning on
a meta-level, say without ‘close’ reading. Examples of structural elements are headlines,
sub-headlines, captions, copyright notes, paragraphs, tables, and many more such elements.

Newspaper structural elements are defined by their functionality for structuring the con-
tent of a newspaper issue. E.g. headlines raise the attention of a reader and inform him or
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Figure 9: Two typical news items (Neue Freie Presse, 8. February, 1890, p5)

her about the main content of a news article. The copyright note (‘by-line’) at the beginning
of a news item provides the information, who, where and when an article was written, the
caption explains the content of a picture, table or chart.
The main role of structural elements is to provide a kind of ‘meta-information’ to the

reader. Structural elements aim at supporting the reader in understanding the content
intuitively and being able to navigate through the complex content of a newspaper. It
is therefore very interesting to see how structural elements develop over time in order to
cope with the ever growing quantity of content published in a newspaper but also with the
increasing complexity of the newspaper format itself.
Due to the fact that the repertoire of structural elements was developed over a long period

of time a specific ‘message’ is associated with many structural elements. E.g. even if we
look at a newspaper from far away, or in a completely foreign language, we can understand
the semantics of elements, such as headlines, sub-titles, caption lines, etc. even when we
are not able to read and understand a single word. It is exactly this aspect that makes us
so confident that this ‘code’ can be deciphered with machine learning algorithms if large
amounts of training data are available.

5.4 List of structural elements
This list is a first attempt to cover the most important layout elements of (historical) news-
papers. The list provides for each element a definition, the functional value, a note on the
chance for automated capturing and examples taken mainly from Austrian newspapers. In
addition some ‘schema.org’16 properties with corresponding definitions are proposed which
might be used later in the project.
In order to make the list as straightforward as possible, we have left out all those structural

16Schema.org is a collaborative, community activity with a mission to create, maintain, and promote schemas
for structured data on the Internet, on web pages, in email messages, and beyond. This description was
taken from https://schema.org/: ‘Welcome to Schema.org’
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elements which contain information which is recorded anyway during the digitisation process
and which only play a minor role in the document analysis of newspapers. E.g. the newspaper
title itself, the responsibility statement, the date, issue number or page number need not to
be mentioned here explicitly.

5.4.1 Title section

Definition
The first part of an issue containing metadata such as the name of the newspaper, date
of publication, imprint information, issue number, etc. Usually this type of information is
dependent on the legal obligations which need to be fulfilled by a newspaper publisher.

Functional value
The title section can be regarded as a ‘shrunk’ title page of a book. Usually the descriptive
meta data contained in the title section, such as name of the newspaper, edition, publisher,
issue date, etc. are captured as part of a library catalogue or in beforehand during the
scanning process. From the point of view of document analysis the title section needs to be
captured as a whole but not in detail.

Automated capturing
The title section can easily be detected automatically since its location is highly regular and
the text itself is repeated in every issue with only slight differences.

Example
Figure 10 shows a classical title section from the ‘Neue Freie Presse’, 11th June 1938.

Figure 10: Title section, 1938

5.4.2 Running title

Synonyms
Header, column title

Definition
The running title appears at the top of a newspaper page and typically includes the (short)
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title of the newspaper, the page number, the issue number, a heading and the date of pub-
lication.

Value
The functional value of the running title is to provide the user with a quick orientation on
which newspaper issue s/he is actually reading (number, date) and maybe some information
on the content of the page (e.g. if a section heading is included). The benefit of running
titles for document analysis is rather low since nearly all the information is already available
and needs not to be marked on every page of a newspaper. As already mentioned the only
exception can be seen if running titles contain also a subject heading indicating the content
of the page, e.g. ‘Sports’. Then this information can be extracted and be used to make a
general classification of the content of this page.

Automated capturing
Running titles can easily be located and extracted automatically, since they have a clearly
defined position within the overall layout of a newspaper page and their content can also be
predicted in a highly regular way.

Examples
The ‘Wiener Zeitung’ (first published issue in 1703) introduced its first running title in 1784.
It contained for more than 100 years just the page number, from 1876 onwards, also the
issue number, title, and date are displayed.

5.4.3 Heading

Synonyms
Head, main title, title

Definition
News items of the category ‘information’ and ‘opinion’ usually come with a title indicating
briefly the content of the article. Large articles may have several titles, such as top heading,
a heading, a sub-heading and several inside-headings. Other news items falling under the
advertisement or entertainment category often do not follow this regime and have no clear
‘heading’, but are indeed ‘section headings’, e.g. if we think on ‘job offers’ or ‘family news’.

Value
The functional value of headings is twofold: First to mark the beginning of a news item by
providing an ‘eye catcher’ which is in the easiest case a word in bold, or in brackets, or in
later times a word with a large font size. Second to attract the attention of a reader with a
short message to actually select this article (instead of other, less important ones).

Automated capturing
In modern newspapers the capturing of headings is often based on the different font size
compared to the running text. With historical newspapers the situation becomes much
harder since the font size is often just a few points larger and this might not be sufficient
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for automated detection. Nevertheless as we will point out below there are several ways to
detect the headline in an indirect way, by taking benefit from some background knowledge.
E.g. repeated section headings, the mentioning of the place and date of the news and the
copyright statement may be utilized for this purpose. Machine learning approaches which
are able to take benefit from such context information in an automated way will likely cope
with this situation.

Schema
Headline of the article.
https://schema.org/headline

Examples
It took until the middle of the 19th century for newspapers in Central Europe to indicate
the start of a news item with a specific heading. Before that time it was the place of origin
(see Figure 11: coverage note spatial) and the date of the news which was used. ‘Aus der
Schweiz’ indicates the section, ‘Genf 26. May. [1750]’ shows from where and when the news
comes. It is important to understand that ‘Genf 26. May’ is not so much a heading, but
contains metadata about the news itself.

Figure 11: Section heading and coverage note spatial from 1750

100 years later we still have a very similar situation (see Figure 12): A section heading
‘Inland’ indicates the start of this section, ‘Wien’ is the place of origin, the 12th June the
date, but now a (short) first sentence summarizes the content of this article: ‘Der Bruch im
czechischen Lager’ (The crash in the Czech party). This first sentence is set in spaced letters
and put into brackets in order to separate it from the actual running text which is a clear
indication that it is the heading of this news item.
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Figure 12: Similar situation: Die Presse, 1874

It takes until the 20th century that the modern form is found with a large printed heading
indicating the start of the news and a coverage note with additional information. Figure
13 shows the heading ‘Das arbeitende Volk gegen die Junker’ and ‘Berlin, 10. Februar’ as
additional information.

Figure 13: Classical start of a news item, Arbeiterwille, 1910

5.4.4 Sub-heading

Definition
A title that follows the main heading of an article and which provides some additional in-
formation.

Functional value
The value is high since the content of the news is often explained in more detail.

Automated capturing
Important news items appear most frequently with a sub-heading which comes in a specific
layout.

Schema
A secondary title of the CreativeWork.
https://schema.org/alternativeHeadline
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Examples
Sub-headings appear rather late in the first half of the 20th century. An example from the
‘Deutsche Zeitung’ in Temesvar (Romania) from 12th March 1938 is shown in Figure 14.

Figure 14: Top heading, heading and sub-heading for an extraordinary important news (an-
nexation of Austria)

5.4.5 Inside-heading

Synonyms
Sub-heading

Definition
Larger news items are sometimes structured with headings directly within the text body. In
contrast to highlighted words or phrases which do not disrupt the running text actual inside
headings are distinct pieces of text and are therefore not part of the actual running text. The
main function in this case is therefore to highlight the importance which is in other cases
done with spaced letters, bold or italic. So, the decisive criteria to distinguish between pure
highlighted words and actual inside headings is: If they do not interrupt the normal reading
order we speak just of highlighting (expressed with a larger font size, and text styles), if this
piece interrupts the flow of text then it is an inside-heading.
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Functional value
Since inside-headings are embedded particles within the text they ‘destroy’ the running text.
This may have some negative affect if the text is parsed, e.g. with parsers structuring text
into sentences and applying grammatical categories (POS tagging) to the words.

Automated capturing
Since inside-headings are not used in general but mainly by specific newspapers for a given
period of time it may be possible to detect and extract them in an automated way.

Schema
A secondary title of the CreativeWork.
https://schema.org/alternativeHeadline

Examples
Figure 15 shows a good example of a pure highlighting which may look like an inside-heading.

Figure 15: Arbeiterwille, 11th February 1928
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5.4.6 Top heading

Synonyms
Top title, roof title

Definition
Similar to the sub-title of an article and providing the same structural functionality there
might be a title above the main title. An example of such a top heading is contained in
Figure 14.

Value
The value is very similar to the sub-heading since the content is explained in more detail.

Automated Capturing
Top titles were introduced relatively late in newspapers. They always appear above the main
title and are therefore rather easy to detect automatically.

Schema
A secondary title of the CreativeWork.
https://schema.org/alternativeHeadline

5.4.7 Lead paragraph

Synonyms
Intro, Introduction

Definition
Usually the first paragraph(s) of a (larger) article providing an overview of the content of
the article.

Functional value
The lead is a kind of abstract of an article. It appears only within larger news articles and
may therefore be used for displaying purposes. Since the lead does not break up the run-
ning text, but is part of it, its detection is less important compared to headings and other
structural elements. A lead must not be mixed up with real ‘summaries’ as they appear
separately as preview of the content of a newspaper issue.

Automated capturing
The lead is usually indicated by a different layout, e.g. bold, italic, or spanning the columns
of a newspaper article in the same way as the main title. Nevertheless, automatic detection
may be tuned to individual newspapers to reach satisfying results.
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5.4.8 Copyright note

Synonyms
By-line, copyright statement

Definition
The copyright statement indicates who is the source of information and therefore responsible
for the content of a news article. From a historical point of view, it is interesting to see that
the author information becomes more and more important: Whereas for several hundred
years news articles did not carry any individual copyright statement, short acronyms for free
lancers and photographers were introduced in the 20th century. Nowadays the full name of
the author is usually mentioned for every news article of a newspaper. Already in the 19th
century copyright notes appear for entertainment, such as novels, poems, cartoons.

Functional value
The value is to inform the reader about the creator of a piece of information or entertain-
ment. This goes together with the increased importance of individual authors as the leading
voices of a newspaper.
The copyright statement may be used to increase the quality of the metadata but also for
information and retrieval purposes. It might be interesting to see for humanities scholars
(even if only the source of information or an abbreviation of a name is available) which news
articles are stemming from whom or are written by a specific person.
Again, for automated processing copyright notes can be regarded as embedded particles and
are somehow disturbing the running text which may be subject to automated processing.

Automated capturing
We can observe rather strict rules for each newspaper how to handle such copyright notes.
In the case of individual authors one can expect that a ‘von’ or ‘by’ is used as suffix of this
note. The chance to detect this structural element with NLP means is therefore good.

Schema
The party holding the legal copyright to the CreativeWork.
https://schema.org/copyrightHolder

Examples
From ‘Die Presse’, 13. Mai 1905. Professor Dr. R. v. Wettstein is mentioned as the author
of an article about the German School Association. A personal opinion is expressed, as in
every Saturday edition at that time (Figure 16).
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Figure 16: Copyright note, 1905

In Figure 17 we find two articles from the same issue, where the copyright statement
has a slightly different but nevertheless comparable function and expresses the source of
information.

Figure 17: Examples of copyright notes, Die Presse, 1905

‘Meldung der Petersburger Telegraphenagentur’ indicates that this news was taken from
a Russian news agency, whereas the other news was investigated directly by the team of the
newspaper editor (Telegramm der ‘Neuen Freien Presse’.)
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5.4.9 Coverage note spatial

Synonyms
Place name

Definition
News articles commonly indicate the location of the message or story right at the beginning
of the item. Coverage notes are defining the location or date of a specific news and should
therefore be distinguished from section headings which are indicating just in general the
place of origin of the following news items.

Functional value
The user is quickly informed from where a specific news comes and has therefore in many
cases some pre-knowledge on the background of the story. The value for document analysis
is high since this information can be found nearly from the very beginning of newspaper
publishing until today. Surprisingly it has to our knowledge not been used so far for system-
atic information extraction.
From the historical point of view coverage notes spatial are very similar to section headings
which are consisting just of the place name of a specific section.

Automated capturing
Due to the fact that coverage notes follow strict rules within one newspaper and since their
repertoire is rather limited they can be automatically detected and regarded as an excellent
(indirect) means to find news items automatically.

Schema
The spatialCoverage of a CreativeWork indicates the place(s) which are the focus of the
content. It is a subproperty of contentLocation intended primarily for more technical and
detailed materials. https://schema.org/spatialCoverage

Examples
Figure 18 shows an example which was taken from the newspaper Gazeta Lwowska (Lem-
berger Zeitung / Poland) from 16. February 1821. The complete coverage note includes the
place and detailed date of the event: Madrytu, and the 11th of January.

5.4.10 Coverage note temporal

Synonyms
Date, dateline

Definition
The exact data which is mentioned at the beginning of a newspaper article and most often
part of a general coverage note which also mentions the place of the news. Coverage notes
temporal appear already in the 18th century and can be found until the middle of the 20th
century in very similar formats.
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Figure 18: Example of a coverage note, 1821

Functional value
With the coverage note temporal the reader gets a detailed information about the ‘age’ of a
news. This was especially important at former times when the transportation of news took
several days or – if they came from abroad – even longer. In contrast to the coverage note
spatial the information value may not be high in daily newspapers, but in newspapers which
are edited only once or twice a week or in irregular intervals an exact date can be more
important. Ironically the coverage note temporal became extremely important within social
networks - e.g. a Twitter news about an ongoing event may be outdated within minutes.

Automated capturing
Due to the fact that coverage notes follow strict rules within one newspaper and since their
repertoire (numbers, days, months) is very limited, they can be automatically detected. In
an indirect way coverage notes (both spatial and temporal) could be used to detect the start
of a news item since their repertoire is very limited and can therefore be matched against a
list of options (place names, dates). The same is true for copyright notes, which also show
a very limited number of textual variants.

Schema
The temporalCoverage of a CreativeWork indicates the period that the content applies to,
i.e. that it describes, either as a DateTime or as a textual string indicating a time period in
ISO 8601 time interval format.
https://schema.org/temporalCoverage

Examples
The example of Figure 19 is taken from the Wiener Zeitung, 9. June 1848. The complete
coverage note is: London, den 3. Juni (= London, 3rd June). In this example we can also
see that section headings (in this case Großbritannien, Great Britain) and coverage notes
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have a very similar origin and are highly related to each other.

Figure 19: An example of a coverage note, 1848

5.4.11 Paragraph

Definition
A paragraph is the default unit of a running text and usually provides a single thought or
distinct piece or section of a news item.

Functional value
The functional value of paragraphs is to structure a longer piece of text into suitable sections.
Usually a paragraph covers one thought or one distinct part of the narrative or message. The
value is high, since paragraphs can be seen as a basic building block of any text. The cor-
rect separation of the text into paragraphs is important for any kind of natural language
processing.

Automated capturing
The automated caption of paragraphs leads to good results within larger units of running
texts. Nevertheless, the distinction between paragraphs and short articles might be prob-
lematic in many cases. In the case of advertisements and classified advertisements the usage
of paragraphs is often arbitrary, respectively real sentences will not be found in the news item.
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5.4.12 Illustration (photograph/picture/chart)

Definition
In an illustration the main content is expressed in a non-textual, graphical way. Typical
graphical elements are photos, pictures, cartoons, charts, etc.

Functional value
Illustrations are supporting the textual message of a news item. With the development of
printing technologies, we see a significant increase of illustrations within newspapers espe-
cially in the 20th century.

Automated capturing
As already mentioned above illustrations can be captured with good results in an automated
or semi-automated way even on a very basic level.

Schema
An image of the item. This can be a URL or a fully described ImageObject.
https://schema.org/image

5.4.13 Table

Definition
A set of facts or figures systematically displayed, especially in columns and rows. Tables can
be found frequently in newspapers, e.g. for stock exchange rates, or railway roadmaps.

Functional value
Tables offer to the reader a comprehensive overview of information which would otherwise
be hard to explain with pure narrative means. The value is therefore high.

Automated capturing
Tables can in general be detected automatically but the detailed allocation of facts to rows
and columns and their logical order is a serious challenge and a research field on its own.
Nevertheless, since some tables appear in a very similar way over years and decades in a
newspaper (such as stock exchange rates) it might be possible to take benefit of this fact.

Schema
A table on a Web page. Note: Even though the property is defined for tables on web pages
the annotation can be utilized to help search engines identify the tables
https://schema.org/Table

5.4.14 List

Definition
A list is a number of connected items printed consecutively, typically one below the other.
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Functional value
The value may be high if the items of a list are taken as starting point to match it with
external information. E.g. the ranked list of review books may be linked to corresponding
resources, such as a library catalogue.

Automated capturing
Similar to tables the automated detection and extraction of fine-grained information from
lists is a sophisticated task and can probably only done for very specific newspapers and
sections.

Schema
A list of items of any sort.
https://schema.org/ItemList

5.4.15 Continuation note

Definition
One or more words which explicitly indicate that an article is continued on another page or
in another issue. Often continuation notes appear on the title page of an issue.

Functional value
The continuation note itself is – as similar structural elements – disturbing the running text
of a news item and therefore ‘noise’. Nonetheless the functional value of the note is rather
high, since it will link together dislocated pieces of a news item.

Automated capturing
Automatic detection of continuation notes is difficult since newspapers handle them very
individually. Nevertheless, within any given newspaper the same text phrases are always
used to indicate a continuation.

5.4.16 Summary

Synonyms
Preview, billboard

Definition
A summary of the content of a newspaper issue. Often provided as an extra section or on
the last page. We include also billboards and previews under this category since they have
a very similar purpose.

Functional value
With the increasing complexity of newspapers, it became convenient to provide already a
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preview or summary of the content at special sections. Again, the main value is to guide the
user in navigating through a complex newspaper issue. The value in terms of information
structuring is rather low: content is either referenced or repeated and therefore we can regard
these pieces mainly as ‘emphasizer’ that this content was regarded to be important, but no
additional facts or figures are provided with regard to the main content which is presented
at another place in the newspaper issue.

Automated capturing
Summaries, previews and billboards usually appear as sections with repeated headings and
at well-defined places. They can therefore be handled in the same way as sections. For
previews to single articles usually a ‘continuation note’ is included as well which may be
used to identify the summary.

5.4.17 Verbatim quote

Definition
An explicit record of someone’s (verbal) expressions. In most cases explicit quotations come
with a quotation mark. Verbatim quotes were often part of historical newspapers, mainly
when speeches or proclamations of high political representatives are cited within the news-
paper.

Functional value
In order to emphasize the importance of the message of a person or an institution a piece of
text was included as a verbatim quote. They are usually marked with their layout.

Automated capturing
Verbatim quotes are very specifically handled by each newspaper editor and are therefore
hard to detect and to extract in a generic way. Nevertheless, for some newspapers this might
be possible on the basis of very distinct rules.

Schema
A quotation. Often but not necessarily from some written work, attributable to a real world
author and - if associated with a fictional character - to any fictional Person. Use isBasedOn
to link to source/origin.
https://pending.schema.org/Quotation

Examples
A good example of a verbatim quote as a regular means to structure content within a news-
paper can be found e.g. in ‘Die Presse’ from February, 1890 shown in Figure 20. Here the
address of the German emperor Wilhelm II at the German Reichstag is cited and indicated
in the layout with quotation marks and a smaller font size compared to the default font size
of the running text.
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Figure 20: Verbatim note, indicated by smaller font size, 1890

6 News items and structural elements within NewsEye
In order to simplify the task we decided to tackle not all structural elements (as defined in
Section 5.4) but to make a meaningful selection. So we agreed on a smaller subset of these
structural elements used for the first machine learning approach getting articles/news items
inclusively some structural elements. However, getting meaningful news items automatically
would be already a big success story at the current state of research.

6.1 Structural element list of NewsEye
• headings (at the beginning no differentiation between headings and sub-headings)

• paragraphs

• illustrations

• captions

• lists

• tables

In the training data all these structural elements are marked and in addition the news items
were annotated. For news items we distinguish three different types: articles, advertisements
and classified advertisements. The difference of advertisements and classified advertisements

47 of 52



D1.9: Data Models CULT-COOP-09-2017

can be defined as follows: advertisements mainly want to sell something very specific in
a rather strong manner, products, etc. Classified advertisements want to inform and in a
second step to sell, e.g. official announcements, open jobs, houses to rent, etc. For researchers
it makes of course a lot of sense to know of what type a news item is. And with the help of
a filter it is easily possible to restrict searches to one type only.
As additional elements we decided to also mark horizontal and vertical separators. This can
be done in an automatic way by using the OCR engine Abbyy Finereader. Separators can
be used as an additional feature for the AI methods helping them recognising the document
structure.
With these defined elements the generation of training data was started in Y2.

7 Data schemes and their integration into the NewsEye
Demonstrator

Because of the number of documents available and the quantity of data, it is not reliable
to count on querying the pure full text in these documents. For users to be able to find
information effectively and as quickly as possible, the content of these documents must be
indexed.
The index used by the NewsEye Demonstrator is Solr. This tool is at the base of a lot of
search engine, as it allows for quick retrieval and querying of documents. Those documents
can be retrieved in various formats (XML, JSON, CSV, etc).

7.1 PAGE XML documents in SOLR
In the NewsEye project we use PageXML documents and METS/ALTO documents which
represent entire issues, their pages and the separated articles/news items. The PAGE XMLs
from Transkribus - enriched with improved text recognition and article separation - get
converted into SOLR documents and in this section we show examples of the internal repre-
sentation of those documents.

7.1.1 SOLR example of an newspaper issue
{

"id":"aze19000816",
"has_model_ssim":["Issue"],
"title_ssi":"Arbeiter Zeitung 1900-08-16",
"date_created_ssi":"1900-08-16-",
"date_created_dtsi":"1900-08-16T00:00:00Z",
"language_ssi":"de",
"original_uri_ss":"http://anno.onb.ac.at/cgi-content/anno?aid=aze&datum=19000816",
"nb_pages_isi":6,
"thumbnail_url_ss":"http://localhost:3000/iiif/aze19000816_page_1/full/,200/0/default.jpg",
"member_ids_ssim":["aze19000816_page_1",

"aze19000816_page_2",
"aze19000816_page_3",
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"aze19000816_page_4",
"aze19000816_page_5",
"aze19000816_page_6"],

"year_isi":1900,
"member_of_collection_ids_ssim":["arbeiter_zeitung"],
"all_text_tde_siv":"Preis für die Provinz\n10 hel..."

}

7.1.2 SOLR example of a newspaper page
{

"id":"aze19000816_page_1",
"has_model_ssim":["PageFileSet"],
"page_number_isi":1,
"width_isi":3465,
"height_isi":5359,
"mime_type_ssi":"image/jpeg",
"iiif_url_ss":"http://localhost:3000/iiif/aze19000816_page_1"

}

7.1.3 SOLR example of an newspaper article
{

"id":"aze19000816_article_68",
"language_ssi":"de",
"all_text_tde_siv":"Abgeordneten Kiesewetter vertreten...",
"date_created_ssi":"1900-08-16",
"date_created_dtsi":"1900-08-16T00:00:00Z",
"level":"0.articles",
"year_isi":1900,
"from_issue_ssi":"aze19000816",
"member_of_collection_ids_ssim":["arbeiter_zeitung"],
"canvases_parts_ssm":["http://localhost:3000/iiif/aze19000816/canvas/

page_3#xywh=2289,360,1045,48",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2289,408,1045,49",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2289,450,1045,41",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2289,487,1045,60",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2289,539,1041,60",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2289,577,1041,64",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2289,618,1041,56",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2289,663,1041,56",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2285,708,1049,49",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2289,753,1041,41",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2289,790,1041,53",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2289,835,1041,57",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2285,880,1038,53",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2289,925,1041,53",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2285,963,1045,52",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2289,1008,1041,60",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2289,1053,1041,75",
"http://localhost:3000/iiif/aze19000816/canvas/page_3#xywh=2285,1094,195,67"],

"thumbnail_url_ss":"http://localhost:3000/iiif/
aze19000816_page_3/2285,360,1049,801/!400,200/0/default.jpg",
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"has_model_ssim":["Article"]
}

7.2 Named entities in SOLR
As for the named entities, which are provided using the IOB format, a mapping needs to
be established between the original text and the tokens available in the IOB file. This
allows to precisely locate entities in the text of issues and articles. Moreover, when an entity
mention is linked to an entry in a knowledge base, this entry needs to be indexed as well to
display the associated label in the demonstrator interface. Here is an example of the internal
representation of a linked entity and of an entity mention.

7.2.1 SOLR example of a linked entity
{

"id":"entity_LOC_Q90",
"entity_type_ssi":"LOC",
"kb_url_ssi":"https://www.wikidata.org/wiki/Q90",
"label_en_ssi":"Paris",
"label_fr_ssi":"Paris",
"label_fi_ssi":"Pariisi",
"label_sv_ssi":"Paris",
"label_de_ssi":"Paris"

}

7.2.2 SOLR example of an entity mention
{

"id":"entity_mention_uusi_suometar_9739_1",
"linked_entity_ssi":"entity_LOC_Q1278356",
"issue_id_ssi":"uusi_suometar_9739",
"type_ssi":"LOC",
"article_id_ssi":"uusi_suometar_9739_article_9",
"mention_ssi":"Porin",
"issue_index_start_isi":1512,
"issue_index_end_isi":1517,
"article_index_start_isi":507,
"article_index_end_isi":512,
"stance_fsi":0.0

}

8 Conclusion
In this deliverable we identified the different aspects of the ’data models’ in the lifetime of
the NewsEye project and beyond; What there is, what the ideal data mode would be and
how can we reach the goals of the project using them. Since each of the partner institutions
and research groups already use their own data models we tried to combine and respect all
these existent working models as well as to integrate new ones. Moreover we converted one
format into another several times to allow the usage of existing interfaces, workflows and
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tools. We showed different ways to represent and exchange data.

As a summary, we hereby list the main data formats and models and how they were used
in the NewsEye project:

• IIIF: distribution format mainly for images

• METS/PAGE: main export format of Transkribus, contains text, articles and other
structural elements

• METS/ALTO: delivery format for the libraries as their systems can already deal with
it

• ConLL/IOB: storing NER, NEL and stance training data; can be exported from Tran-
skribus as well and is the input for the training algorithms

• ConLL/IOB: storing NER, NEL and stance production data; is the output from the
used NE recognition tools

• JSON: used as input format for SOLR index and contains text as well as articles and
NER, NEL and stances. Other formats (e.g. PAGE XML, ConLL/IOB) get converted
into JSON which is the import format of the NewsEye Demonstrator.

Additionally to the above data models, this deliverable introduced main concepts within
newspapers. All of them will get important in future approaches to detect structural ele-
ments in newspapers. At the moment only a small subset was selected to start with.

Another aspect was the presentation of the IIIF data model and the possibilities this of-
fers. We think that this framework provides good solutions for the future but needs to be
adapted and extended in one or the other direction. Not all results can be easily mapped
into IIIF since some standardization still needs to be discussed and integrated to perhaps
become the ‘all covering’ data model of the future in the digital heritage world.

Finally we tried to give a good picture of how the data of the project arrives, enters and
updates the Demonstrator so that it can act as the final distributor of all the NewsEye results.
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